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Long Abstract

Introduction

The adjoint method is an established way to compute gradients in applications as diverse as industrial fluid flow, structural mechanics, weather forecasting or finance. Gradients are a key ingredient in optimisation, uncertainty quantification or flow control, which are used in academia and industry.

The appeal of the adjoint method is that its computational expense is independent of the number of design parameters, and instead grows with the number of cost function values that define the quality of any given design. The number of design parameters, e.g. CAD parameters, is typically in the thousands or millions. In contrast, the quality of a design can often be expressed as a scalar, e.g. fuel consumption, making the adjoint method affordable in situations where competing methods are not[1].

Nevertheless, the adjoint method faces challenges, particularly in the presence of unsteady flow, one of them being the computational cost and memory requirements that arise from the need to store the full flow trajectory for the adjoint computation. The proposed solutions such as checkpointing[2] or checkpoint compression[3] trade some memory requirements for even higher computational cost.

Checkpointing with time gaps was presented to overcome some of the memory consumption issues and trade some of the memory requirements for solution accuracy[4]. This method was demonstrated to work well for highly unsteady URANS flow, where reductions of the memory footprint by more than 90% were achieved with only a slight reduction in the accuracy of adjoint sensitivities.

In this work, we propose to reduce memory requirements by storing selected temporal checkpoints, gappy checkpointing. The states between temporal checkpoints are then reconstructed in space and time from the reduced checkpointed data. Similarly, coarsening the computational grid of these checkpoints, coarse checkpointing, as typically arising in geometric multigrid methods is used to compress the spatial variation in the flowfield. The restriction and prolongation operators built into the multigrid CFD solver are then used to reconstruct an approximation of the flow field during the adjoint computation.

The method will be applied to flow through a U-Bend cooling channel simulated with DES or URANS. The effect of the coarsened checkpoints on the accuracy of adjoint sensitivities of pressure drop to surface deformation parameters will be assessed.

1. Unsteady adjoint

We use a CFD solver with DES turbulence model that is based on an unsteady viscous flow solver for unstructured grids, BDF2 dual time stepping and an implicit solver to converge the inner iterations which was presented in [5]. The adjoint solver is generated using the automatic differentiation tool Tapenade [6] with some hand-coded optimisations for improved speed [7]. To reduce the computation time, the solver uses a store-all approach and avoids recomputations of flow results.

The viscous unsteady flow equations, including the DES turbulence model, can be discretised and
evolved in time using a BDF2 formulation as

\[
\frac{\partial \hat{R}(U_{t-2}, U_{t-1}, U_k)}{\partial U_k} \delta U_k = -\hat{R}(U_{t-2}, U_{t-1}, U_k)
\]

Similarly, the adjoint system can be evolved as

\[- v^t \Delta t - 4 \cdot v^{t-1} + 3 \cdot v^t + R_v(v^t) := \hat{R}_v(U_{t-2}, U_{t-1}, U_t)\]

using the same BDF2 and multigrid method as the primal equation and an adjoint kernel generated by source-transformation AD. The solution of the adjoint equation requires the history of the flow solution \(U_t\) at each time step for the calculation of \(R_v\) and the preconditioning matrix \(P^T\). This flow field can be stored during the flow solution and loaded during the adjoint solution, recomputed by running the flow solver again (e.g. following the REVOLVE algorithm), reconstructed using temporal interpolation[4], or reconstructed from a coarse grid solution following our new approach.

2. Coarse checkpointing

During the primal flow computation, every time that the inner BDF2 iteration is fully converged, the so-obtained flow field is restricted to a coarse grid and then stored in memory.

For each BDF2 outer iteration of the adjoint computation, the correct coarse time step will be retrieved from memory and extrapolated to the finest mesh resolution using the multigrid prolongation operator. This flow field will be used as the basis for the construction of all adjoint operators during the BDF2 inner loop that then follows.

3. Test case

The test case is a duct with rectangular profile that features a 180° turn in the middle, which is often referred to as a U-bend due to its shape. Ducts of this kind can be found in the internal cooling of turbine blades and have been studied extensively [8]. We will compute flow results at a Reynolds number of 40,000 to show primal flow and adjoint sensitivity results using a Spalart-Allmaras turbulence model or a DES model. The cost function for the adjoint computation will be pressure loss.

4. Results

We will present sensitivities of pressure drop with respect to shape variables. The effect of time-coarsening and space-coarsening of the primal checkpoints on the accuracy of these sensitivities will be investigated and compared to the gain in reduced check-point size.
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