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ABSTRACT

The velocity-pressure-density coupling algorithms that are at the core of computational fluid dynamics (CFD) methods can be grouped into two distinct groups: pressure-based and density-based methods. Pressure-based methods were originally developed for incompressible flows but have since been extended to address a wide range of flow conditions including compressible all speed flows. They are nowadays used in most commercial CFD codes both in their segregated and coupled form. Density-based methods, on the other hand, originated in the aeronautics industry for the simulation of compressible flows, and have thus been the dominant method used in the simulation of transonic and supersonic flows especially in aerodynamics applications. However, just as for pressure-based methods, a variety of techniques have over the years extended their ability to operate in low Mach and incompressible flow regimes. Turbomachinery applications is one area where competition between pressure-based and density-based solvers is still the norm in commercial, academic and open source codes, with both methods being used in diverse research groups and communities.

While an extensive study would be required to clearly determine and evaluate the strength and weaknesses of these methods in this application area, the aim of this paper is to gain a better appreciation of the performance and accuracy of two state of the art codes, namely LINARS a density-based code developed at Graz University of Technology and coupledFoam, a pressure-based coupled solver developed on top of the OpenFOAM™ toolbox, noting that both solvers resolve the Navies Stokes equations in a coupled fashion.
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1. INTRODUCTION

Pressure-based solvers were originally developed in the 70’s [1] for the solution of low-speed incompressible flows on structured staggered grids, they were later extended in the 80’ and 90’s to solve compressible flows in the subsonic, transonic and supersonic regimes on unstructured collocated grids [2,3]. The modification was possible by changing the pressure equation from an elliptic form to a hyperbolic form with the addition of a pseudo-advection term that increases in strength with the Mach number [4,5,6].

Density-based solvers on the other hands have their applications mainly in the aeronautics industry and compressible flows [7,8,9,10]. Through the use of a variety of pre-conditioning techniques density-based methods have also been extended to operate over a wide range of flow conditions including low Mach number and incompressible flows [11]. The pre-conditioning results in the reformulation of the density equation into some form of pressure equation.

In both families of methods the velocity field is computed from the momentum equations. In density-based solvers, the continuity equation is used to compute the density field while the pressure field is determined from the equation of state. In pressure-based solvers, the pressure field is computed by solving a pressure or pressure correction equation formulated from a combination of the continuity and momentum equations. The density field is then computed from the equation of state.

Still an important distinction exists between the two families of methods in terms of the numerical approach used in each for the time linearization of the Navier-Stokes equations. In pressure-based methods, a SIMPLE [12] based algorithm is generally used to reformulate the continuity equation, while in density-based methods a Newton linearization is usually applied to the whole set of
equations. Details on each of these methods can be found in the literature [13,14].

The objective of this paper is to study the performance and accuracy of two state of the art codes [15,16] that use these two respective approaches, through the solution of a jet engine like turbine configuration, namely a high pressure transonic stator and a high pressure rotor.

The two codes are first described, then the two test configurations are presented. This is followed by a comparison of the simulation results of the rotor test case with experimental data. Finally the convergence characteristics and computational times obtained from the two codes are discussed.

2. THE LINARS CODE

LINARS is the in-house CFD code developed at Graz University of Technology by Pecnik et al. [17]. Since then it has been the focus of continuous development that extended its applications with new models and increased its robustness and accuracy with new schemes and improved numerics. It has been successfully utilized for the solution of numerous applications [18,19,20,21]. The code solves the compressible Reynolds-averaged Navier-Stokes equations in conservative form by means of a fully-implicit time-marching finite-volume method. Structured grids are utilized in multi-block assignment. The inviscid fluxes are discretized with the upwind flux-difference splitting method of Roe [22]. A higher order of spatial accuracy for the convective fluxes is achieved through monotone upstream-centered schemes (MUSCL). Generally, a third-order spatial discretization is applied. In order to avoid numerical instabilities the total variation diminishing scheme (TVD) is applied. The TVD scheme switches to first order accuracy in regions of high state vector gradients. The viscous flux vector at the cell interfaces is constructed in a central-differencing manner after transformation using Green’s theorem.

A linear set of algebraic equations is obtained by discretization in time with the Newton-Raphson procedure. The linearization of the inviscid fluxes is spatially of first order. The viscous fluxes are linearized with the thin-layer approximation to obtain a block tridiagonal matrix of the implicit side for each grid index line. The linear equation set is solved by the alternating direction implicit scheme. Convergence of steady state simulations is improved by using a local time step based on a local stability criterion and a multi-level multi-grid V-cycle.

The main flow equations, the turbulence equations, and the transition equations are solved sequentially. For turbulence modeling the one-equation turbulence model by Spalart and Allmaras [23] (SA) and the two-equation shear stress transport (SST) model by Menter [24] were implemented. The reader is referred to the cited references for details about the models. In order to consider boundary-layer transition the $\gamma-Re\theta$ correlation-based transition model by Menter et al. [25] with the modification introduced by Langtry and Menter [26] was implemented.

3. The coupledFoam CODE

coupledFoam is a fully coupled pressure-based solver implemented within the OpenFOAM™ framework based on the fully coupled algorithms of Darwish et al. [29] that accounts for the pressure velocity coupling more comprehensively. Over the past few years new development in the solver has greatly improved its robustness and performance [27]. An implicit diffusion discretization [28] is now used for the pressure equation, while the Algebraic Multigrid linear solver (AMG) now boasts new features that greatly enhance its performance when dealing with ill-conditioned matrices that frequently arise in compressible flows. Finally the numerics of the turbulence equations has also experienced numerous improvements to ensure that the models cope with the rapidly converging velocity and pressure fields.

The reader is referred to [29] for more details on the numerical discretization and velocity-pressure algorithm used in the coupled solver. Thus the discretized equations in any control volume resemble the pattern shown in Figure 1.

![Figure 1](image_url)

**Figure 1.** Coupled system of discretized equations at each finite volume

The discretized equations representing the Navier-Stokes equations, in the case of LINARS are solved as one system of equations including now the energy equation.

4. TEST CASE DESCRIPTION

The selected test case is based on the two-stage transonic test turbine that is operated by the Institute for Thermal Turbomachinery and Machine Dynamics at Graz University of Technology for flow and acoustic investigations. It is a continuously operating two-stage cold-flow open-circuit plant.

In Figure 2 the meridional flow path through the two-stage test turbine is plotted. The turbine consists of 24 high-pressure vanes, 36 un-shrouded HP rotor blades, 16 strut blades within an S-shaped turning mid-turbine frame (TMTF) and 72 shrouded low pressure rotor blades rotating in counter-clockwise direction. This design has been developed within the framework of the EU Project DREAM.
As shown in Figure 3 the air flowing into the HP turbine is accelerated in circumferential direction by the vanes before entering the rotor. It leaves the rotor with a negative swirl which differs remarkably between hub and shroud section. Afterwards it is turned by the struts of the TMTF opposite to the direction of rotation of the HP rotor. The air then enters the LP rotor which rotates in the opposite direction of the HP rotor at about one third of its speed.

Measurements were performed in axi-normal planes in front of and behind the TMTF and behind the LP rotor. For this numerical study only the HP stage is used. The flow through the stator and then through the rotor are calculated separately. The outlet plane of the rotor simulation corresponds to the measurement plane C, so that a comparison with measurement data can be done there.

5. COMPUTATIONAL DETAILS

The two-equation shear stress transport (SST) turbulence model [25] was used in both codes and an automatic wall treatment was employed for wall resolution [30] in coupledFoam.

For the convergence residuals and total integral quantities at the outlet were monitored. In case of the pressure-based solver the calculations are stopped when the residual drop below 1.e-5, while the convergence is usually reached already for 1.e-4.

5.1 Computational meshes

Several body fitted hexahedral meshes were generated for both stator and rotor simulations with an increasing size, as shown in Table 1. For the stator in addition to the structured girds (Hexa1 and Hexa2) an unstructured grid was generated so as to evaluate the ability of the pressure-based solver to handle polyhedral meshes, the mesh is shown in Figure 4.

<table>
<thead>
<tr>
<th>Mesh Type</th>
<th>Stator Blade</th>
<th>Rotor Blade</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hexa1</td>
<td>444960</td>
<td>816480</td>
</tr>
<tr>
<td>Hexa2</td>
<td>1054720</td>
<td>2069760</td>
</tr>
<tr>
<td>Hexa3</td>
<td>x</td>
<td>3780000</td>
</tr>
<tr>
<td>Tetra1</td>
<td>740781</td>
<td>x</td>
</tr>
</tbody>
</table>

Table 1. Mesh size and type: Hexa (hexahedral elements), Tetra (tetrahedra and prismatic elements).
The three meshes of the rotor with increasing cell numbers consist of 8 blocks. Special emphasis has been laid on the generation of a smooth mesh in the tip gap, as shown in Figure 5, by adding here additional blocks. Clustering and refinement of the mesh close to the wall were adopted in order to achieve an average $y^+$ of 1.

Figure 5. Rotor mesh detail: the tip gap is fully discretised.

5.2 Boundary conditions
At the inlet of the stator constant values for total pressure, total temperature and flow angle as well as for the turbulent quantities are imposed. At the outlet the static pressure at a given radius is set assuming radial equilibrium. The non-reflecting boundary treatment according to Giles has been applied.

At the inlet of the rotor a radial distribution of the boundary values has been imposed taken from a former full stage simulation where the flow quantities were extracted at the interface. Again a radial equilibrium static pressure profile was imposed at the outflow.

Periodicity boundary conditions were adopted in order to reduce memory and computational time and to capture the influence of the flow in the pitchwise direction. A no slip and adiabatic conditions were applied to the walls.

6. RESULTS AND DISCUSSION

6.1 Stator blade
For the stator blade simulation, LINARS and coupledFoam were used with meshes Hexa1, Hexa2 and only coupledFoam for mesh Tetra1. For the stator blade simulation no experimental measurements are available and than comparisons are limited to the CFD results between both codes.

The coupledFoam code use a false transient formulation with a physical timestep that corresponds to a mean Courant number (CFL) of 300 and a maximum of 10000. LINARS instead use a local CFL of 10.

An interesting aspect that was investigated is the scalability with mesh size of coupledFoam, that is the convergence characteristics of the solver with increasing mesh size. As demonstrated in [16], coupledFoam is mesh scalable when applied to steady state incompressible flow simulations, that is it requires a nearly constant number of iterations to converge independently of mesh size. For compressible and turbulent flows the additional couplings resulting from the energy equation are not implicitly accounted for, resulting in a slight deterioration of the scaling behaviour. The scalability can be assessed in Figure 6 were the convergence residuals for coupledFoam is shown for the three meshes Hexa1, Hexa2 and Tetra1 meshes. As can be seen from the converge plots the simulations converge in roughly the same number of iterations indicating excellent scalability of coupledFoam for this type of flow problems. For LINARS the CPU time requested was about 40 sec per iteration with an overall dropping of the residual of 4 order of magnitude in 2000 iterations.
Figure 6. Residuals and mass imbalance convergence for the pressure-based solver.

Table 2 shows some difference in the results obtained from LINARS and coupledFoam for Hexa2 Mesh. The results pertain to pressure losses and Mass flux error with LINARS yielding a higher pressure loss and higher Mass Flow error.

<table>
<thead>
<tr>
<th></th>
<th>Pressure Losses (%)</th>
<th>Mass Flow Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>coupledFoam</td>
<td>-3.78</td>
<td>0.016</td>
</tr>
<tr>
<td>LINARS</td>
<td>-4.16</td>
<td>0.318</td>
</tr>
</tbody>
</table>

Table 2. Total pressure losses and Mass flow percentage error

However as shown in Figure 7 and Figure 8 which depicts contour plots of static pressure at the blade, overall results from LINARS and CoupledFoam are comparable. At the pressure side (Figure 7) both codes predict a strong deceleration at the leading edge region before the pressure remains nearly constant. On the suction side (Figure 8) a strong acceleration occurs up to about 70% chord length before a strong pressure increase (dark blue zone at the hub) is caused by a shock. Both codes predicts similar expansion of the fluid with slightly differences in the shock region. The shock is predicted in the same axial position with a bigger pick in coupledFoam but with a general smoother behaviour.

The tendency to a smooth solution is also evident in the total pressure contour maps at the outlet as shown in Figure 9. The boundary layers at the shroud are similar, but at the hub LINARS predicts a more pronounced zone of low pressure. The overall accuracy and agreement of both codes are quite good bearing in mind the different algorithms used for the pressure-velocity coupling, and can be due to the difference in the used discretization advection schemes.

6.2 Rotor blade

The HP rotor was simulated as a standalone blade with appropriate radial profiles at the inlet based on a previous full stage simulation with a mixing plane interface performed in LINARS. Similar to the stator blade, the coupledFoam code use a false transient formulation with a physical timestep that corresponds to a mean Courant number (CFL) of 300 and a maximum of 10000. LINARS instead use a local CFL of 10. For this case experimental data were available in terms of circumferentially
averaged profiles downstream the rotor blade corresponding to the section C in Figure 2. Pitch and yaw angles, as well as axial and circumferential absolute velocity profiles were plotted against experimental results.

Scalability Analysis
In the rotor simulation three hexahedral meshes, denoted by Hexa1, Hexa2 and Hexa3 were used for the linear convergence analysis of coupledFoam. Figure 10 shows that even for a moving reference frame the linear scalability of the coupledFoam solver is retained. For these runs the convergence of the mass average total temperature at the outlet was monitored. This approach is sometimes used to ensure that the simulation is fully converged.

In Figure 10, the convergence characteristics for the HEX1, HEXA2 and HEXA3 meshes are shown, for all three meshes the total temperature solution converged within 50 iterations, i.e. equivalent for a residual value of 1.0e-4; this was similarly observed in other simulations [16]. Furthermore, the convergence characteristics of the three meshes are nearly identical, which indicates that the solver is all scaling linearly with the mesh size.

Accuracy Analysis
Table 3 shows the Rotor performance as computed with LINARS and coupledFoam for Hexa2 Mesh. Results for Hexa3 and Hexa1 were similar. Results of both solvers are very similar with the coupledFoam yielding a slightly higher value for Rotor performance and a lower Mass flow Error. Calculated and measured circumferential averaged profiles for both LINARS and coupledFoam, are shown in Figure 11.

The general agreement is quite good for all the quantities. It is interesting that coupledFoam predicts most secondary effects to be closer to the shroud. This is especially evident for the tip leakage flow where coupledFoam gives a higher axial velocity peak closer to the shroud. The higher peak agrees better with the measurements whereas its location is better captured by LINARS.

The discrepancies between computed and experimental results can be partly explained by the steady simulation of the very unsteady flow and by the missing interaction with the following TMTF and LP stage.

A full unsteady simulation of the entire test rig should be the focus of future work.

<table>
<thead>
<tr>
<th></th>
<th>Efficiency (%)</th>
<th>Mass Flow Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>coupledFoam</td>
<td>94.47</td>
<td>-0.00139</td>
</tr>
<tr>
<td>LINARS</td>
<td>93.69</td>
<td>-0.200</td>
</tr>
</tbody>
</table>

Table 3. Rotor Performance and Mass flow percentage error.
Simulations on the stator and the rotor of the high pressure stage were performed using two codes with different numerics, one using a pressure-based method, coupledFoam and the other using a density-based method, LINARS. Results from both codes were shown to be very similar and more importantly it was shown that computed results were comparable to experimental data. Difference between the computed results of the two codes could be easily attributed to difference in the advection schemes used rather that to the adopted algorithmic method, especially for shocks resolving. Evidence can be found for the outlet total pressure counters shown in figures 7, 8 and 9 for the stator case. This issue will be investigated in future work through the use of similar schemes for the discretization of diffusion and advection terms. A scalability study was also conducted on coupledFoam, results indicate that for this class of problems the coupled pressure-based solver retains very good scalability with mesh size, as demonstrated by the near constant number of iterations to convergence attained on multiple mesh sizes. A similar study will be performed on the density-based solver in future work.
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